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The EU AI Act: State of Play and the Potential for Regulatory Globalisation

Introduction 

After negotiating for 36 hours, a provisional agree-
ment on the EU AI Act1 was achieved on 8 December 
2023 in the trilogue negotiations with some relevant 
amendments to the initial proposal. With that, the 
draft act for the world’s first comprehensive regula-
tion of Artificial Intelligence (AI) is politically set. At 
the same time, the EU is exercising its main political 
capital – its regulatory power. Though the EU has 
relatively few tech firms operating globally with sub-
stantial market shares, the EU’s regulatory activism 
in digital policy has succeeded in limiting the overar-
ching power of external global tech giants in the Eu-
ropean market. For instance, a historical €1.2 billion 
fine was imposed on Meta on the grounds of (the 
non-adherence to) the General Data Protection Reg-
ulation2 (GDPR)3.  Thus, the question arises as to 
what potential the upcoming AI Act holds and 
whether the regulation will have an extra-territorial 
reach. The finalisation of the EU AI Act is eagerly 
awaited, both within and outside of Europe.

The EU Commission’s Proposal for an AI Act 

The EU AI Act was proposed by the Commission in 
April 2021 and aims at holding liable all providers and 
deployers who put high-risk AI systems into service 
in the EU, regardless of the origin of the providing en-
tity, thus imposing an extra-territorial scope.5 Artifi-
cial intelligence systems are defined as “machine 
-based system[s] that can, for a given set of human 
-defined objectives, make predictions, recommenda-
tions or decisions influencing real or virtual environ-
ments”.6 The proposal establishes a legal framework 
based on a risk assessment of AI-based products or 
services for people’s health, safety or fundamental 
rights.7 Unacceptable (and thus banned) risks are 
presumed in specific cases, e.g. AI systems that can 
enable social scoring. According to the Commission’s 
impact assessment, around 5-15 % of all AI systems 

would fall into the high-risk category. In these cases, 
providers need to comply with enhanced transpar-
ency reporting and documentation obligations.8 
Moreover, deployers must label special interacting 
AI products (e.g., emotional intelligence or deep fake 
systems) and inform natural persons of their expo-
sure to such products. With regard to enforcement 
mechanisms, member states are required to estab-
lish market surveillance authorities (MSAs). MSAs 
can impose fines in cases of non -  compliance of up 
to €35 million or 7% of the company’s annual turn-
over, whichever is higher, depending on the infringe-
ment and size of the company.9

The Trilogue Outcome 

The institutions and member states managed to 
overcome major disagreements in regulating AI in 
the final stages of the legislative process. Not only 
had the European Parliament imposed disputed 
changes in its positioning, but individual member 
states also had contradicting views on the provisions 
of the AI Act. Compared to the Commission’s initial 
proposal, the provisional agreement reached in the 
trilogue imposes five major amendments: 

• Rules on high-impact general-purpose AI models

The issue here was that the draft act’s risk-based ap-
proach did not initially apply to so-called general 
-purpose AI (GPAI) and foundation models like Ope-
nAI’s GPT series. Foundation models are large-scale 
models that build the basis of a wide range of further, 
more specialised technologies by being trained on 
massive amounts of data.10 The Parliament had 
called for including specific transparency and 
risk-management obligations for providers of such 
foundation models when designed for or used in gen-
erative AI applications, e.g., to design their models 
to prevent them from generating illegal content. 
Contrary to that, in the Council, Germany, France 
and Italy positioned themselves against foundation 
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models falling under the scope, arguing this would 
inhibit innovation and fearing for the competitive-
ness of their fast-growing national AI startups like 
Mistral or Aleph Alpha. This had caused a setback 
during the many months of negotiations.11 In the tri-
logue the parties finally agreed on a tiered approach 
as a compromise. GPAI systems will therefore be 
subject to differing obligations depending on whether 
they pose “systematic risks”. GPAI models, with re-
spect to the first tier, will have to comply with trans-
parency requirements such as technical documenta-
tion or content used for training. GPAI models that 
are assessed as being a systematic risk are subject to 
more stringent reporting and transparency obliga-
tions.12

• Revised system of governance

The institutions agreed on establishing three new 
bodies: (1) an AI Office within the Commission with 
an advisory scientific panel consisting of independent 
experts; (2) an AI Board consisting of member states’ 
representatives, serving as a coordination platform 
and advisory body to the Commission; and (3) an ad-
visory forum for stakeholders from the industry, civil 
society and academia. 

• Remote biometric identification

The subject of AI use for real-time remote biometric 
identification systems was heavily controversial. 
While member states such as Germany lobbied for a 
complete ban, the negotiators finally decided to add 
strict exceptions for the use of such AI systems in law 
enforcement when certain crimes or threats such as 
terrorist attacks are concerned.   

• Fundamental rights impact assessment 

Before a high-risk AI system is put onto the market, a 
fundamental rights impact assessment must be car-
ried out. 

• Penalties

The provisional agreement contains more propor-
tionate caps for small and medium-sized companies 
(SMEs) and start-ups in cases of infringements of the 
AI Act, by way of derogation from the usual sanc-
tioning system.  

Apart from these critical changes, further modifica-
tions to the general framework were made. For in-
stance, the definition of AI systems was aligned with 
the approach proposed by the OECD. Additionally, it 

has been clarified that the Act does not affect 
member states’ competences in national security 
matters. Moreover, the exceptions for AI systems in 
the area of research and innovation were expanded. 
To counter critical voices claiming that the AI Act is 
innovation-inhibiting, regulatory sandboxes were 
further strengthened and new provisions for testing 
AI systems in real-world conditions were created, all 
for the benefit of smaller companies.13 The provi-
sional agreement now has to be formally adopted by 
the Parliament and the Council. The Act then be-
comes applicable two years after it enters into force, 
except for prohibitions, which will already apply after 
six months, and the rules on General Purpose AI 
which will apply after 12 months. In the transition pe-
riod, the Commission will provide an AI Pact which 
will convene AI developers who voluntarily commit 
to implement the obligations of the AI Act prior to 
legal deadlines.14

Regulating the EU Market and Beyond? 

Many recent EU regulations in digital policy have 
generated an extra-territorial reach. The kick-off 
that drew global attention was made in 2016 with the 
GDPR. The GDPR is considered to be an export hit 
and has become a global standard in data protection. 
The EU managed to unilaterally regulate the global 
marketplace with its data protection standards. The 
success of the GDPR was pushed forward by the pe-
culiarities of the data economy and a profound extra-
territorial scope within the legal design of the regula-
tion. Not only have global companies adjusted their 
conduct to the stringent EU regulations, but other 
jurisdictions have also adopted “EU-style” regula-
tions in the field of data protection (the so-called 
Brussels Effect)15. In addition to that, the Commis-
sion has lately been making headlines with its Digital 
Services Act (DSA) and Digital Markets Act (DMA) to 
further regulate and hold accountable large online 
platforms.16 Similarly, the proposal of an AI Act 
gained momentum, particularly due to the compre-
hensiveness of the EU’s approach and the interna-
tional consensus of a regulatory vacuum. One can 
observe an emerging external regulatory agenda 
where the EU is actively promoting its human-centric 
regulation narrative in the digital sphere.17 In the AI 
Act’s explanatory memorandum, an external regula-
tory agenda is explicitly mentioned. It is stressed 
that the proposal aims at strengthening the Union’s 
role in setting global norms and standards, as well as 
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promoting its values and approach to digital policy 
and AI regulation. Thus, the EU proactively fosters 
its regulatory power as its political capital. Many fac-
tors accommodate this potential for an extra-territo-
rial reach of the EU AI Act. Firstly, the affluence of 
the European market (450 million consumers) for the 
AI sector draws the attention of globally operating 
companies towards the Act. In 2023 the European 
Union spent $34.2 billion (annual growth of approx. 
29,6% from 2022 to 2027) on the AI industry. Glob-
ally, the EU’s share of AI spending amounts to about 
20,6%.18 Typical for the digital sector, the AI industry 
is (mostly) dominated by multinational firms and ac-
cordingly, the market has a globalised and oligopo-
listic structure.19 These companies cannot usually 
substitute the large consumer market of the EU and 
thus need to comply with EU laws for market access.

Another important factor is the EU’s high regulatory 
capacity. In the provisional agreement on the AI Act, 
the parties determined different advisory bodies that 
would add expertise to the AI Office.

In addition to this, the Act sets out enforcement au-
thorities that will impose fines in cases of non-com-
pliance.

An important economic criterion within the assess-
ment of extra-territorial reach is the so-called non- 
divisibility factor, i.e., the cost of maintaining two 
separate products (one for the EU market and an-
other general product) that favours the regulatory 
globalisation of a more stringent standard.20 Espe-
cially for global firms in the AI sector that provide 
high-risk systems, maintaining two products would 
require an early separation (a so-called forking) in 
the extensive production process of systems (design 
phase, data selection, data collection, data genera-
tion and training, system deployment and evaluation 
phase). Early forking brings with it increasing costs 
and decreasing economies of scale. Moreover, stand-
ardising global production to comply with EU rules 
can also be beneficial for a company to safeguard its 
reputation with regard to consumer protection, par-
ticularly in sensitive policy areas and high-risk AI 
systems.21 To make an analogy with the GDPR, for in-
stance, many global companies such as Google have 
standardised their global privacy policies (complying 
with EU data protection laws) to signal to non-EU 
users that their data is as equally protected as EU 
users’ data. 

Lastly, the general principles of the AI Act, such as 
the general risk-based approach or fundamental 
rights assessments, have a high potential to develop 
an extra-territorial reach through a consensus on 
normative desirability. In these areas, the EU can 
profit from its first-mover advantage.22 

However, despite these examples of beneficial fac-
tors that favour the AI Act becoming a global 
standard de facto and legally, it is important to keep 
in mind the need to differentiate between industries 
or systems that make use of AI-based technologies, as 
well as particular parts or legal concepts of the Act. As 
Siegmann and Anderljung put it, “[What] holds for 
AI, in general, might not hold for the specific indus-
tries and AI systems that the EU AI regulation will 
apply to”.23 The AI Act is rather broad since AI use is 
potentially limitless. Thus, the potential for an ex-
ternal regulatory reach cannot be generalised. Fur-
thermore, there are increasingly more technological 
means for economically viable early forking.24 Lastly, 
the efficiency of the Act’s enforcement methods and 
organs cannot be predicted for the time being. The 
case of the GDPR has shown that enforcement authorities 
in member states such as Ireland which hosts the European 
headquarters of global tech firms, can be systematically 
underfunded.25 Another risk is the regionalisation of 
the markets when it comes to AI use in sensitive 
policy areas such as financial services.26

Nevertheless, even the claim or expectation to pro-
duce such an extra-territorial effect benefits the reg-
ulatory power of the EU in the field of AI regulation. 
Most importantly it provides the EU with a strong 
basis to negotiate with external partners. The 
emerging policy field of AI regulation is on the agenda 
of most legislators globally. Thus, it is crucial that 
the EU has built a uniform approach. For instance, in 
last month’s AI summit in London, Commission 
President Ursula von der Leyen entered the debates 
in a strong position for the Union.27 This merging of 
the AI Act’s internal dimension (the benefit of har-
monisation of rules in the common market) and the 
external regulatory agenda increases the potential 
for individual areas of the EU AI Act to serve as a 
blueprint for AI regulation and to influence the global 
marketplace. 

Conclusion 

Taking into consideration the political sensitivity of 
regulating Artificial Intelligence, the trilogue results 
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are an important step forward towards the adoption 
of the world’s first comprehensive AI regulation. The 
EU has established an extensive framework for safe 
and human-centric AI systems that has the potential 
to create a spillover to the global market space. This 
is particularly the case for the obligations regarding 
“high-risk” AI systems and fundamental concepts in 
sensitive policy areas. Nevertheless, it is important 
to keep in mind that the factors benefiting the regu-

latory power of the EU in digital and AI policy are not 
a given. For instance, the EU consumer market and 
access to it can – in the long run – lose its affluence 
as the importance of large consumer markets in 
emerging economies rises. Thus, simultaneous in-
vestments in future technologies in the AI sector re-
main indispensable for a global standard-setting and 
regulatory pioneering role of the EU.
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